STAR-LINEAR EQUATIONAL THEORIES OF GROUPOIDS

P. DAPIC, J. JEZEK, P. MARKOVIC, R. MCKENZIE AND D. STANOVSKY

ABSTRACT. We prove that there are precisely six equational theories E of
groupoids with the property that every term is E-equivalent to a unique linear
term.

1. INTRODUCTION

By a term we always mean a term in the signature of groupoids (algebras with
one binary, multiplicatively denoted operation). A term is said to be linear if every
variable has at most one occurrence in it.

The equational theory of order algebras, introduced and investigated in [4]
and [2], turned out to have the following interesting property: every term in at
most three variables is equivalent to precisely one linear term.

By a x-linear equational theory we mean an equational theory E such that every
term t is F-equivalent to a unique linear term, denoted usually t*. In the present
paper, we prove that there are precisely six *-linear equational theories of groupoids
(Theorem 13.1, see constructions in Sections 8,10,12), find finite equational bases
for four of them (Theorems 9.1 and 11.2), prove that the other two are inherently
non-finitely based (Theorem 14.7), describe all subvarieties of the six corresponding
varieties (Theorem 15.5) and find small generating groupoids for each of them
(Theorems 16.1, 16.2). As a corollary, we obtain all (two) equational theories of
semigroups such that every word is equivalent to a unique linear word (Theorem
17.3).

Every x-linear theory defines a locally finite variety. In fact, the universe of the
free algebra on m generators in that variety is bijective with the set of all linear
terms over xi,...,x,. On two generators, this means that the algebra has four
elements, on three generators 21 elements, on four generators 184.

If F is a #-linear equational theory and, for instance, a 21-element groupoid G
on three generators belongs to the corresponding variety Mod(F), then G must be
(isomorphic to) the free groupoid of rank three in this variety.

Observe that two comparable *x-linear theories must be identical.

Let S(t) denote the set of variables occurring in a term ¢ and let |¢| denote the
length of t, i.e. the total number of occurrences of variables in t. Clearly, |S(¢)| < |¢]
with equality precisely when ¢ is linear.
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In every #-linear equational theory S(t*) C S(¢). Indeed, suppose that there is a
variable x € S(t*) — S(t). Take a variable y not occurring in t* and denote by r the
term obtained from t* by substituting y for . Then ¢ = r is a consequence of ¢ = ¢*,
and thus t* ~ r in E. But t*,r are two different linear terms, a contradiction.

Consequently, zz &~ x in every x-linear equational theory.

More generally, by an n-linear equational theory (for a positive integer n) we
mean an equational theory E such that every term in at most n variables is E-
equivalent to precisely one linear term (which must be again in at most n variables).
If, moreover, F is generated by its at most n-variable equations, then we say that
E is sharply n-linear. Of course, such an equational theory is uniquely determined
by its n-generated free groupoid.

We say that an equational theory E ertends a groupoid G, if G is its free
groupoid.

We need also the following concepts: A dual of the term ¢ (written ¢?) is defined
to be equal to t if ¢ is a variable, and if ¢ = t1to, then t? = tJt?. The dual of
an equational theory E would then mean the class of all identities ¢ ~ tJ, where
t1 &ty in E. An equation s = t is called regular, if S(s) = S(t). An equation s ~ ¢
is called left non-permutational, if the order of first occurrences of the variables
in s, counting from the left, is the same as the order in t. It is called right non-
permutational, if the dual equation is left non-permutational. An equational theory
E is called regular (left, right non-permutational, resp.), if all equations in E are
regular (left, right non-permutational, resp.).

In order to avoid writing too many parentheses in terms, x1x2x3 . . . ¢, will stand
for (((x1z2)xs)...)x, (the parentheses are grouped to the left), = - yz will stand
for z(yz), etc.

For notation and terminology not introduced in the paper we refer to the book
[6].

We close the introduction with an admission. We have used a computer program
(available at www.karlin.mff.cuni.cz/~ jezek) as aid in our investigation. It has
the following capabilities: While entering the multiplication table of a groupoid, it
automatically completes all the consequences of an entry which are implied by a set
of equations previously typed in. If an entry is contradictory with the equations,
the program informs the user of it, as well as where it happens. Also, when a full
multiplication table is entered, the program checks if a given set of equations is
satisfied in the groupoid, and finds an evaluation of the variables for which some
equation fails.

We have used this program extensively, but later found independent proofs for
most of the results. The only place where the reader could be challenged to verify
the validity of these results without resorting to the computer check are the Sections
5 and 6. And even in these two Sections, we feel that it is not beyond the ability
of a (very) patient reader to manually verify that the given groupoids are precisely
the 3-generated free algebras for all sharply 3-linear equational theories which have
Gg as their 2-generated free algebra.

All results obtained with computer aid were checked by an independent com-
putation using the automated theorem prover Otter [5] driven by a Perl script. It
took about one minute (on a Pentium PC) to compute all strictly 2-linear theories,
about two hours to find their strictly 3-linear extensions and several weeks to prove
that only Q;, Q4 and Q, may have a 4-linear extension.
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2. SHARPLY 2-LINEAR EQUATIONAL THEORIES

Clearly, there is precisely one sharply 1-linear equational theory: that of idempo-
tent groupoids. The following lemma is an easy consequence of a result of J. Dudek
[1], where all theories of groupoids with two strictly binary terms are classified. We
include a proof in order to keep our paper self-contained.

Lemma 2.1. There are precisely twelve sharply 2-linear equational theories. Their
2-generated free groupoids are the following seven groupoids, plus their duals. (The
first two of the seven groupoids are self-dual.)

Gyl z v zy yz

T T Ty yr y
Y yr 'y T xy
zy| Yy yr xy T
yr| xy v Yy yx

G| =z y zy yx Ge| =z y wy yx Gs| z vy =zy yz

x T Ty TY T x T Ty TY YT x T Ty TY YT
Y yr'y oy yr Y yr 'y Yy yx Y yr 'y Yy yr
Ty | x Y Y T xy| * y xy =z zy| Yy xy yx
yr | yr'y y yx yzl| = Yy Yy yx yr| x Yy 2y yx

Gyl =z y zy yzx Gs| z y zy yzx G| = y xy yx

T T Ty T Y x T xYy T Y T T Ty TY TY
Y yr 'y yr y Y yr 'y yxr 'y Y yr 'y yxr yw
Ty | xy T Y T Yy | xy Ty Y TY Ty | xy TY TY TY

yri y yxr'y yr yr| yr yx yr yr yr | yr yxr yr yr

Proof. Denote by G the two-generated free groupoid in the variety corresponding
to a 2-linear equational theory.

Case 1: zy - ¢ =~ y. We are going to prove that in this case G is Gy. We have
x-yx ~ (yr-y)- yr = y. Since (z-zy)x = zy, (x - zy)* cannot be any of the terms
x, y or xy, so that x - zy ~ yx. Since y(zy - y) =~ zy, we get similarly xy -y ~ yx.
Now zy-yx =~ (y-yz) -yr = yz -y~ z, so G is Gg.

Case 2: xy - ¢ ~ x. We are going to show that G is either G; or Go or G3. We
have (zy - x) - zy =~ xy, i.e., x - zy =~ xy.

Subcase 2a: z - yr ~ x. Then zy -y ~ zy-(y-zy) ~ zy. M zy-yr ~ y
then © =~ (yz - 2)(z - yz) = yzr - ¢ =~ yz, a contradiction. If zy - yzr ~ zy then
rxay- -z~ (z-zy)(ey - x) =z zy = zy, a contradiction. If xy - yr ~ yz then
rrz-yr = (r-yz)(yr - ) = yr -z =~ yx, a contradiction. Hence xy - yx ~ x and
we get the groupoid Gj.

Subcase 2b: x - yx ~ y. This subcase is not possible by the dual of Case 1.

Subcase 2¢: x - yx &~ xy. Then © = zz ~ x(zy-x) ~ x - xy ~ xy, a contradiction.

Subcase 2d: = - yz ~ yx. Then zy -y ~ (y-zy)y ~ y. If zy - yx =~ y then
xryr-x~ (x-yx)(yz - ) = yz, a contradiction. If zy - yx ~ xy then © ~ yzr -z ~
(x - yx)(yz - x) =~ x - yx ~ yz, a contradiction. So, we have either xy - yx =~ = or
Ty - yr &~ yx, i.e., we get either Go or Gs.
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Case 3: zy - x ~ yx. We are going to show that G is the dual of either G4 or
G5 or Gg. We have yx - xy ~ (xy - ) - xy ~ z - vy. There are four possibilities for
x - xy:

Subcase 3a: - 2y = x. Then z = zz ~ (x - 2y)x =~ zy - & ~ yzx, a contradiction.
This subcase is not possible.

Subcase 3b: x - xy &~ y. Then zy - (xy - y) ~ y implies that (xy - y)* cannot be
any of the terms x, ry, yz. Hence zy -y ~ y. By the duals of the cases 1 and 2,
(z-yx)* is neither x nor y. If - yx ~ zy then yr = zy -z =~ (v -yr)r R yxr -z ~ x,
a contradiction. Hence x - yx =~ yx and we get the dual of Gy.

Subcase 3c: - xy = xy. By the duals of the cases 1 and 2, (z - yz)* is neither x
nor y. If x-yz ~ xy then zy =~ zy-zy ~ zy - (x-zy) = xy - = ~ yzx, a contradiction.
Hence x-yx =~ yx. If 2y -y =~ x then zy =~ zy-zy =~ (z-zy)-xy = x, a contradiction.
If zy -y ~ yx then zy = zy-zy ~ (- zy) -2y ~ vy - ~ yz, a contradiction. Hence
either xy -y =~ y or zy - y = xy, i.e., we get the dual of either G5 or Gg.

Subcase 3d: x - zy ~ yx. We have z - yxr =~ z(x - zy) = zy -z =~ yr and
yr-rxz(r-yr) =z -yr~yr. Nowzy ~ oy -yr =~ ay- (¢ 2y) =2 - 2y = yz, a
contradiction. This subcase is not possible.

Case 4: xy - x ~ zxy. We are going to show that G is either G4 or G5 or G¢ or
the dual of either G5 or Gs.

Subcase 4a: x - yr ~ x. By the dual of case 2, we get either the dual of Gy or
the dual of Gs.

Subcase 4b: x - yx ~ y. This is impossible by the dual of Case 1.

Subcase 4c: x - yx ~ zy. By the dual of Case 3 we get either G4 or G5 or Gg.

Subcase 4d: z - yx =~ yx. We have zy - (z - xy) ~ = - xy, so that (x-xy)* # z. We
have (z - xy)x = = - xy, so that (z - zy)* # y. We have (zy - yx) - xy = 2y - yz, so
that (zy - yx)* cannot be any of the terms z, y, yx, and we get zy - yr ~ xy. But
quite similarly zy - yxr =~ yx, a contradiction. This subcase is not possible. O

3. EXTENDING Gg, G1, Ga, Gz, AND Gy

Lemma 3.1. We cannot have Gg as the free two-generated groupoid for a 3-linear
equational theory.

Proof. Let FE be a 3-linear equational theory extending Go and £ = (xy-zx)*. By the
substitutions y — x, z — z and z — y we get £(z,z,y) =~ l(x,y,x) = Ly, z,z) =y
in E. Clearly, in such a case, S(¢) = {x,y,z} and each of the 12 possibilities is
easily seen unsuitable. O

Lemma 3.2. We cannot have Gy as the free two-generated groupoid for a 3-linear
equational theory.

Proof. Suppose that there is a 3-linear equational theory E with the free two-
generated groupoid Gj. If E contains an equation with different leftmost variables
at both sides, then we can substitute for all the remaining variables one of these
two variables, and obtain an equation with the same property in just two variables,
which would yield a contradiction. So, every equation of E must have the same
leftmost variables and, quite similarly, also the same rightmost variables at both
sides. Thus a term both starting and ending with a variable z must be equivalent
to a linear term both starting and ending with x, and therefore equivalent to x. So,
x-yz~ (rz-7)(y(z-x2)) = xz in F, a contradiction. O
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Lemma 3.3. We cannot have Go or Gg as the free two-generated groupoid for a
3-linear equational theory.

Proof. Similarly to the previous case, any terms equivalent in a *-linear theory
extending Gy or G3 must have the same rightmost variable. We will establish
that, where t = x - xyz, t* cannot be any of the 7 linear terms in z, y, z ending with
z. The substitution y — « shows that t* # z for both of these groupoids. The
substitution z — y eliminates xyz and yzz and the substitution z — x eliminates
yz, x(yz) and y(xz). Finally, in G, the possibility t* = xz is eliminated by z — yuz,
while in Gg3, the same possibility is eliminated by = — yz. O

Lemma 3.4. We cannot have G4 as the free two-generated groupoid for a 3-linear
equational theory.

Proof. Suppose that G4 serves for a 3-linear equational theory E. Since (as it is
easy to check) Gy satisfies zy - yz &~ x and there is no linear term ¢ except x for
which G4 would satisfy £ =~ x, the equation xy - yz ~ = belongs to E. Then also
(xy - yz) - yz = x - yz belongs to E. Now x = zy -y is a two-variable equation
satisfied in G4, so it must belong to E. Consequently, xy = (zy - yz) - yz belongs
to E and we get that xy ~ = - yz belongs to E, a contradiction. (|

4. EXTENDING Gj

In this section we suppose that Gs is the two-generated free groupoid for a
4-linear equational theory E. Thus we have in E the equations

T~ xx,
TR Ty,
TYRTY TRIY YT YT = TY - YT.

and, again, if v &~ v in F, then u,v have the same leftmost variables. We will use
the above facts without explicit quotations in this section.

Lemma 4.1. zy -2z~ zy in E.

Proof. Put uw = (zy - xz)*, so that u is a linear term starting with z. If either
u = x or u = xz, we get a contradiction by substitution z — =z. If u is either
xz -y or x - zy, we get a contradiction by substitution y — z. If u = x - yz, then
yr = (yxr-y)(yr - 2) =~ yx -yz = y - xz, a contradiction. If u = zy - z, then
xy ~ay-x(xz) &y - xrz &~ xy -z, a contradiction. The only remaining possibility
is u = xy. O

Lemma 4.2. xyzz =~ xyz in E.

Proof. Put u = (zyzz)*. If u is either x or zz or x - zy, we get a contradiction
by z +— x. If u is either zy or = - yz, we get a contradiction by y — z. Suppose
u = xzy. Then zzy =~ xyzr ~ ryzrx ~ rzyxr ~ ryz, a contradiction. U

Lemma 4.3. z(yz)z = zyz in E.

Proof. Put u = (z(yz)z)*. If u is either = or zy or x - yz, we get a contradiction by
y—x. If uis xz, or x - zy, we get a contradiction by putting z — .
By the way of contradiction, assume u = zzy (1), and by substituting z with yz
we get
x(yz)y =) 2(y(yz))(yz) = 2y - yz. (2)
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Let w = (z(yz)y)* = (zy - yz)*. w is not equal to xz, xyz, rzy, or x - zy, because
of the substitution = — y. Also, w # x because of the substitution y — z.

Case 1: w = z - yz. Then w2y ~( z(yz)z = wz = (vy - yz)z ~a) Tyzy, ie.
xzy ~ xyzy (3).

Now we consider t = (zy-zy)*. Clearly ¢ is none of z, xy, or x - yz because of the
substitution x — y, and it is not equal to xz or x - zy because of the substitution
Tz,

Subcase la: t = xzy (4). Then xzy =~ xzyy ~u) (vy - 2y)y =) TYY2z = TYZ2.

Subcase 1b: ¢t =xyz(5). Then xzy =) xyzy =) 2y(2y)y =2) vyy(zy)
~ xy - 2y ~5) xyz. This proves that w = x - yz and u = xzy are contradictory.

Case 2: w = zy (6). Let v = (z(yz)(zy))*. Then v # x, because of the substitu-
tion y — z, v # zy and v # x(yz) because of the substitution x — y, and v # x2
and v # z(zy) because of the substitution z — z.

Subcase 2a: v = xzy. Then zzy ~ zzyy ~ vy ~ x(yz)(2y)y ~a) ©(Y2)yz =)
TYZz.

Subcase 2b: v = xyz. Then xyz ~ xyzz ~ vz =~ x(yz)(2y)z ~E) ©(y2)z =)
xzy. This final contradiction proves that w = xzy is not possible in a *-linear
variety extending Gs, so the only remaining possibility is u = xyz. O

Lemma 4.4. We cannot have Gy as the free two-generated groupoid for a 4-linear
equational theory.

Proof. Let £ be the unique linear term equivalent in E to x(yz)(wz). The proof
proceeds by showing that whatever the term ¢ is, either the equation z(yz)(wz) ~ ¢
fails in Gy, or else together with the two-variable equations from the beginning of
this section, this equation yields a nontrivial linear equation, i.e., an equation s ~ ¢
with s # t and both s, t linear.

We have z € S({), since it is the leftmost variable.

We have y € S(¢), else substituting y — =z in z(yz)(wz), and also substituting
y +— z, yields xz - wz = x - wz and then substituting w +— x gives xz =~ x — a
non-trivial linear equation.

We have z € S({), else substituting z — yz in z(yz)(wz) yields z(yz)(wz)
~ zy(w - yz). Then substituting w — y in this equation yields x - yz =~ zy, a
non-trivial linear equation.

We have w € S(¢), else substituting w +— z, and also substituting w — z(yz),
yields (z - yz)z ~ x - yz, which becomes zz ~ x after substituting y — x.

Thus S(¢) = {x,y,z,w}. Write £ = ab.

Case a = x: Here b cannot be one of the terms y - zw, ..., w - zy, i.e., cannot be
right-associated. For if it were, then by identifying some two of y, z, w we would
obtain one of the equations xy-wy &~ zvy, -yz ~ xy, (x-yz)z ~ xz. The first leads
to xw &~ x upon replacing y by x; the second is linear, the third leads to xy ~ z
upon replacing z by z. Thus b is one of the left-associated terms yzw, ..., wzy. If b
begins with y then the substitution w — z,y — z gives zz ~ x. If b begins with z,
then w — y gives = - yz &~ x - zy, which is linear. If b begins with w, then replacing
z by y gives xy - wy =~ x - wy, leading to xy =~ x when w is replaced by =x.

Case b = y: Taking y — « yields ax =~ x - wz. Since a must be one of the terms
TWz, T2W, T - 2w, T - wz, then ax & a. (See Lemma 4.2 and the equation zyx =~ zy
above.) Thus we have a ~ x - wz, so a is identically x - wz and the equation
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x(yz)(wz) = ab is z(yz)(wz) ~ x(wz)y. Taking w — z gives z(yz)z ~ xzy.
However, this contradicts Lemma 4.3.

Case b = z: There are four subcases. a = z - yw is destroyed by taking w — y.
a = x - wy is destroyed by taking w — 2. a = xyw and a = zwy are destroyed by
Y > T

Case b = w: There are four subcases. In every one, taking y +— z yields either
TW R T - W2 OF TZW R X - W2.

The only remaining cases are where both a and b have two variables. Thus for
some e € {y, z,w}, a is ze and b is a product of the two members of S(¢)\ {z,e}. If
a = xz, then taking w — y yields z-yz ~ xzy. If a = zw,b = yz then taking y — =z
yields z-wz ~ zw (by Lemma 4.1). If a = zw, b = zy, then taking z — wz,z — wz
yields wzyw &~ wzw - wzy which produces wzy ~ wz (using Lemmas 4.1 and 4.2).
If a = zy, b = zw then y — x yields z - zw ~ = - wz.

Only one possible value of £ remains. It is zy - wz. Thus, we have z(yz)(wz) =~
zy - wz in E. But then taking w — x gives z - yz =~ xy by Lemma 4.1. O

Remark 4.5. One can prove that there are precisely nine sharply 3-linear equational
theories extending Gs. According to the preceding lemma, none of them can be
extended to a 4-linear theory.

Theorem 4.6. Every x-linear theory is regular.

Proof. According to Lemmas 3.1, 3.2, 3.3, 3.4 and 4.4, no *-linear theory extends
any of the groupoids Gg, G1, G2, G3, G4, G5 or their duals. Therefore, if any
exist, they must extend Gg or its dual. Since both of these are groupoids which
satisfy only regular 2-variable equations, it is easy to show that if the 2-variable
identities of an idempotent variety are all regular, then this variety satisfies only
regular identities. O

5. EXTENDING Gg

Let us define seven 21-element groupoids Qy, ..., Qy, all with the same underly-
ing set {a,b,c,...,u}, all of them 3-generated (a =z, b=y, c=z,d = zy, e = zz,
f=yz,g=yx, h=zx, i =2y, j =ayz, k =yxz, | = 2y, m = zxy, n = yzz,
0=2Yr, p=T-Yz,q=2x -2y, r =Yy -T2z, S=Yy- 2z, t =2z -xY, u= 2 yzx), by the
multiplication tables below; the multiplication table of Qg is obtained from that of
Q; by setting ar =dr =p,at =et =q,bp=gp =7, bu= fu =35, cq = hqg =1,
cS =18 = u.
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The equational theory corresponding to Q; is the dual of the equational theory
based on the 3-variable equations of order algebras, described in [4].

Lemma 5.1. There are precisely seven sharply 3-linear equational theories with
the 2-generated free groupoid isomorphic to Gg; their corresponding 3-generated
groupoids are the groupoids Qq,...,Qx.

Proof. Let E be a 3-linear equational theory with the 2-generated free groupoid
isomorphic to Gg. For every term ¢ in the variables z, y, z we have S(¢t*) = S(t) and
the leftmost variables in ¢ and t* are the same. Hence, if z is the leftmost variable,
there are just four candidates for the term ¢*, namely, the terms xyz, zzy, = - yz
and x - zy. Unfortunately, all these four terms are identical on Gg. We are going
to distinguish four cases according to the four possible normal forms for the term
Ty - Yz

Case 1: (zy-yz)* = x-zy. By the substitution y — yz we obtain (using equations
of Gg) ¢ -yz ~ x - zy, a contradiction. This case is not possible.

Case 2: (zy - yz)* = xzy. Then zyz =~ zy(zyz) = (v - zy)(zy - 2) =~ xz - vy
and hence ryz ~ (zy - y)z =~ (vy - 2)(vy - y) =~ (zz - 2y)(zy - y) = (v2 - y)(zy) =~
(vy-yz) - zy ~ vy yz ~ xz -y, a contradiction. This case is not possible.

Case 3: (zy - y2z)* = ayz. By running the program (cf. the introduction) we
obtain that, after the completion, all products are defined except for the products
of a variable with a term containing all the three variables.

Subcase 3a: (z(yxz))* = xzy. A contradiction can be obtained by the substitu-
tion y — yz, z — .

Subcase 3b: (z(yxz))* = x - zy. A contradiction can be obtained by the substi-
tution y — yz.

Subcase 3c: (z(yzxz))* = x - yz. With this equation, all products, except z(zyz)
(and those obtained by permuting x,y, z), turn out to be defined. If x(zyz) = z-yz,
we obtain the groupoid Q,. If z(xyz) ~ zyz, we obtain the groupoid Q,. The
remaining two possibilities for (x(zyz))* turn out to be contradictory.

Subcase 3d: (z(yzrz))* = zyz. All products except z(y-xz) and x(y-zz) turn out
to be defined. If z(y-xz) ~ z-yz, we obtain the groupoid Qg. If z(y-xz) ~ zyz, then
x(y - zx) = x - yz (the other three possibilities for (z(y - zx))* yield contradictions)
and we obtain the groupoid Q,. The remaining two possibilities for (z(y - x2))*
turn out to be contradictory.

Case 4: (xy-yz)* = x-yz. In that case we have zy - zy =~ zyz and zy - zz =~ zyz,
since the remaining three possibilities for zy - zy (and also for zy - zz) turn out to
be contradictory.

Subcase 4a: (z(y - zz))* = zyz. All products except x(y - zz) turn out to be
defined. We have z(y - zx) = x - yz, since the remaining three possibilities for
x(y - zx) turn out to be contradictory. We get the groupoid Qs.

Subcase 4b: (z(y - xz))* = zzy. This yields a contradiction.

Subcase 4c¢: (x(y - x2))* = - zy. This yields a contradiction.

Subcase 4d: (z(y - zz))* = - yz. Now consider the term (x - yz)(zy). If it is
equivalent to either x - zy or zzy, we get a contradiction. If it is equivalent to = - yz,
we get the groupoid Qg. Finally, if it is equivalent to zyz, we get the groupoid
Q. 0

Lemma 5.2. The sharply 3-linear equational theories extending Gg are left non-
permutational.
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Proof. Easy to check (it is enough to check the lines a, d, j, p in the tables of
Q17 sty Q7) D

6. EXTENDING Q3, Q5, Qg, AND Q

Lemma 6.1. There is no 4-linear equational theory with 3-generated free groupoid
isomorphic to either Q5 or Qg or Qg or Q.

Proof. If there is such an equational theory, then every term in four variables must
be equivalent to a linear term in four variables, and that equation must be satisfied
in the 3-generated free groupoid. Now one can check that the term wzy(z - zw) is
not equivalent to any linear term for any of the groupoids Qs, Qg, Q. Also, the
term w(x(ywz)) is not equivalent to any linear term in the case of Qj. O

This leaves the groupoids Q;, Q, and Q, as the only candidates for a 3-generated
free groupoid of a x-linear equational theory.

7. *-LINEAR EXTENSIONS OF Q, AND Q, ARE UNIQUE
Theorem 7.1. FEvery x-linear theory is left or right non-permutational.

Proof. For terms s,t, we write s ~, t, iff the equation s ~ t is regular and left
non-permutational. The relation ~; is an equational theory.

We show that a x-linear theory F extending Gg is left non-permutational (the
dual case can be proven similarly). Suppose there is an equation s ~ ¢ in E such
that s 70y t. Thus there is a term ¢ such that ¢ 4y t*. Such a ¢ is not linear, and since
S(t) = S(t*) (by Theorem 4.6), we have that |¢| > |t*| for such a t. Let n be minimal
so that there exists ¢ with [t| = n and t ¢, t*. Choose a variable  so that x has
at least two occurrences in t. Replace all occurrences of variables in t except two
chosen occurrences of = by occurrences of distinct new variables, creating a term s.
Thus z occurs exactly twice in s and all other variables in S(s) occur exactly once
in s. Hence |s| = n and |S(s)] = n — 1. If s ~; s*, then substituting back so that
s becomes t, we obtain an equation ¢ ~ ¢ in E where [{| = n — 1. By minimality of
n, we have t ~y £ ~y (£)* = t*, a contradiction. Consequently, s %, s*.

Now we can choose variables y, z so that y occurs before z in s* (counting from the
left) and the first occurrence of z in s is to the left of all occurrences of y in s. (We
do not know if z € {y, z}.) Now in s & s* replace all occurrences of variables other
than y, z by = and create an equation r ~ r’ in E where S(r) = S(r') = {z,y, z},
[r| = n, |r'| =n—1 and r ¢, r'. By minimality of n, we have 7' ~; (r')*. Thus
r obe v’ ~p (r')* = r*, which contradicts Lemma 5.2. O

Theorem 7.2. Fvery x-linear equational theory is generated by its 4-generated free
groupoid.

Proof. Let E be a x-linear equational theory and F its 4-generated free groupoid.
By Theorem 4.6, E is regular and according to Theorem 7.1, we can assume it is
left non-permutational (the dual case can be proven similarly). We show that every
equation valid in F belongs to E.

Let F satisfy s =~ ¢, we can assume that s and ¢ are linear. To get a contradiction,
we assume that s # t.

We claim that the equation s = t is regular and left non-permutational. Indeed,
suppose that s, say, has a variable x that does not occur in ¢. Replacing all variables
of s,t other than x by a variable y # x gives us an equation p = ¢, valid in F', where
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p = p(z,y) has an occurrence of x while ¢ = ¢(y) has only the variable y. Since
F is the free algebra on 4 free generators, we have that p =~ ¢ belongs to E. This
contradicts our assumption that F is regular. Next, suppose that there are variables
x,y € S(s) = S(t) such that the unique occurrence of z in s is to the left of the
occurrence of y, while in ¢, the unique occurrence of y is to the left of the occurrence
of x. Replacing all variables except x,y by a third variable z, we obtain an equation
p = ¢, valid in F, such that S(p) = S(q) contains {z,y} and is contained in {z,y, z}
and the unique occurrences of z, y in p have z to the left of y, while in ¢ it is y to the
left of x. As before, p &~ ¢ must belong to F, and this contradicts our assumption
that FE is left non-permutational. The claim is proved.

Thus we can write s = s(x1,...,%n), t = t(x1,...,2,), where S(s) = S(t) =
{z1,...,2,} and the i th occurrence of a variable (from the left) in s (and likewise
in t) is of x;. Finally, we can assume that n is minimal, that is, if s’ ~ t' is any
equation valid in F with |S(s")| < n then s’ = t’ belongs to E.

Clearly, n > 4 and we have s = asbs, t = a;b;. Suppose first that as and a;

do not have the same variables, say S(as) = {z1,...,2it;}, S(ar) = {z1,..., 25},
7 > 0. Let x,y,w be distinct variables. Replace all the variables x1,...,x; by x,
replace T;y1,...,Z;y+; by y, and replace the remaining variables by w. We get the
equation

as(zy ..., x,y,...,y) - bs(w,...,w) = a(z,...,x) - be(y,...,y,w,...,w),

valid in F. Obviously, we have in F

as(w7"'7l'7y7"'ﬂy) Yy,
bs(w,...,w) =~ w,
a(x,...,x) =

bi(y, .. .,y,w,...,w) = yw.
Thus the equation (zy)w ~ x(yw) is valid in F. But this three-variable linear
equation does not belong to E, so cannot be valid in F. Contradiction.

So we are reduced to the case where, say, S(as) = S(a;) = {z1,...,2;}, and
S(bs) = S(b:) = {xiy1,...,2n}. There are two subcases. In the first subcase,
as # at. In this subcase, we replace all variables z;41,...,%, by a new variable u,
obtaining that asu = a;u holds in F. In the second subcase, as = a; and bg # b;.
In this case, we replace all variables 1, ..., x; by u and obtain that ubs &~ ub; holds
in F. By minimality of n, we have ¢ = n — 1 in the first subcase, and ¢ = 1 in the
second subcase.

Now in the first subcase, write as = csds, a; = cpdy. If S(cs) # S(ct), then the
above argument gives that F satisfies ((zy)w)u ~ (z(yw))u; again, a contradiction.
Now just as above, if ¢; # ¢; then we obtain that F satisfies (csv)u =~ (civ)u where
v is a new variable. If ¢, = ¢, then ds # d; and we get that (vds)u ~ (vd;)u is valid
in F. Note that E must contain both the equations (zu)u ~ zu and (ux)u ~ ux
(since F extends Gg). Hence, thus substitution v — u gives that F satisfies either
the linear equation csu ~ cyu with ¢s # ¢, or the linear equation uds ~ ud; with
ds # dy. Either way, we have a contradiction to the minimality of n. The argument
in the second subcase is analogous, using that u(uz) ~ uz,u(zu) = uz belong to
E. This concludes our proof. O

Theorem 7.3. For each of the groupoids Qg, Q,, there is at most one x-linear
theory extending it.
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Proof. Assume that E # E’ are #-linear theories extending Q € {Q,, Q,}. Then
E ¢ E’ and by Theorem 7.2, there is a four-variable equation which belongs to E
and not to E’. Thus there must be a four-variable term s which is equivalent to
a linear term ¢ over E and to a linear term ¢’ over E’, where t # t'. Since F and
E'’ have precisely the same three-variable equations, every three variable equation
obtained by a substitution from ¢ ~ ¢’ holds in Q.

By Theorems 4.6 and 7.1, S(s) = S(t) = S(¢') is a four-element and we can
assume that the variables of ¢ and ¢’ are w,z,y, z and they occur in alphabetical
order in both these linear terms.

Suppose that wx is a subterm of ¢ (written wz < t). Then the three-variable
equation s(z,z,y,2) =~ t(z,z,y,2) belongs to F and s(z,z,y,2) is equivalent to
a linear term ¢ € {xyz,x - yz}. Hence t = l(wzx,y,z). If also wx < ¢/, then
s(x,z,y, z) is equivalent to the same linear term ¢(x,y, z) in E’, and we find that
t’ = t, a contradiction. Thus wz cannot be a subterm of both ¢ and ¢'. Likewise
for zy,yz. But clearly, one of the terms wzx, zy,yz is a subterm of ¢, and one is a
subterm of ¢'.

Case wa < t, yz < t': (This proof also takes care of the symmetric case yz < t,
wzx < t'.) Here, t ~ t’ is one of the equations

wz - yz ~w(z(yz)) and wryz ~ w(z(yz))

(or one obtained by switching left-side and right-side terms in one of these equa-
tions). In the first equation, the substitution z — y yields wz - y &~ w - xy, and in
the second equation, the substitution y — x yields wzxz =~ w(x(xz)), which is in
any theory extending Gg equivalent to wxz ~ w - xz. Both cases thus contradict
3-linearity.

Case zy < t, yz < t': (This proof also takes care of the symmetric case yz < t,
xy < t'.) Here, t = ¢’ is one of the equations

w(zy)z =~ w(x(yz)), w(zy)z~wz-yz,
w-ryz MW - yz, w-zyz ~w(x(yz)).

In the first equation, the substitution y + z yields wzz ~ w - 2z, in the second
equation, the substitution w +— x yields zyz =~ x - yz, in the third equation, the
substitution z — y yields w - zy ~ wzy (in all cases, use again equations of Gg).
All three cases thus contradict 3-linearity. Finally, the substitution w +— x in the
last equation yields z - xyz ~ x - yz, which is not valid in each of Q,, Q.

Case zy < t, wr < t': (This proof also takes care of the symmetric case wz < t,
xy < t'.) Since the case t' = wx - yz is already covered under the last case, we are
here looking at two possibilities for ¢ &~ t/, namely,

w(zry)z =~ wryz and w - xyz ~ wryz.

In the first equation, the substitution z — z yields w(zy)z ~ wzyz, which is not
valid in each of Q,, Q4. In the second equation, the substitution y — z yields
W T2 R WLZ. ([

8. EXTENDING Q,

Let X be a countably infinite set of variables. We denote by T the free groupoid
over X, and by T its extension by a unit element, denoted by (). Put S(0) = 0, so
that S(t) is now defined for all ¢ € T”. The length of @ is 0.
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For every subset Y of X we denote by dy the endomorphism of T’ such that
dy(z) =0 for z € Y and dy (z) = x for x € X — Y. Clearly, for two subsets Y7, Y
of X we have dy, dy, = dy,dy, = dy,uy,. For a subset M of T” put dpy = dy, where
Y =U{S(t) :t € M}; for t € T' put 0y = g4y

Denote by L the set of linear terms over X and put L' = L U {0}. Define a
binary operation o on L' by wov = u - 6,(v). Let L = (L,0) and L' = (L', 0).

Lemma 8.1. Let Y be a subset of X. The restriction of dy to L' is an endomor-
phism of L.
Proof. Let u,v € L. Clearly, y maps L’ into L'. We have
dy (uowv) =dy(u-d,(v)) = dy(u) - 5y du(v)
and
5y (u) o} 5y (1}) = 5y (u) . 55y(u)6y (U);
these terms are equal, since Y U S(u) = S(dy (u)) UY. O

Denote by ¢; the unique homomorphism of T’ into L’ with ¢;(x) = x for all
re X.

Lemma 8.2. Let f be a homomorphism of T' into L'. Then ft1(t) = f(t) for any
teT.

Proof. By induction on the length of t. If t € XU{0}, then it follows from ¢, (¢) = ¢.
Let t = wv where u,v € T. By the induction assumption, f¢;(u) = f(u) and
fl1(v) = f(v). We have
fO(t) =f(l(u) o a(v) = f(lr(u) - buli(v))
:fgl (u) o féuél (’U) = f(u) . 6f(u)f6u£1 (U)
and
f#) = fw)o f(v) = f(u) 05wy f(v) = f(w) - Oy fli(v),

so it is sufficient to show that d(,)fdu = ) f. But, applying 8.1, these are two
homomorphisms of T” into L that coincide on X U {(}. O

Let us denote by £ the variety generated by L and by ~; the corresponding
equational theory.

Theorem 8.3. ~1 is a x-linear equational theory extending Q. It has a normal
form function {1, i.e., u ~1 v if and only if 1(u) = €1(v). The groupoid L is a free
L1-groupoid over X and the groupoid L' also belongs to L.

Proof. 1t follows from 8.2. O

9. A BASE OF EQUATIONS OF THE VARIETY £,

Theorem 9.1. The variety L1 has a base consisting of the following three equations:
(1) zz =z,
(2) z-yx =~ zy and
() w(zyz) =z -yz,
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Proof. Denote by E the equational theory based on the equations (1)—(3). Observe
that F is contained in ~q. Let us first list some consequences of (1)—(3):
(4) zy(yz) ~ zyy. Indeed, zy(yz) ~(2) zy(y(zy)) ~2) Tyy.
(5) x(ywz) = - yz. Indeed, z(yxz) =) v((x - yx)2) ~(9) x(2Y2) ~(3) T - Y2
(6) v - zy ~ xy. Indeed, z - 2y =) x(zy - 2Y) ~3) (Y - 2Y) R(2) T - YT R(2) VY.
(7) 2y - 22) ~ 3 2. Tndeed, oy - 02) ~s) 2(yye2)) <o) 2z - (42)) ~o)
x(yrz) =(5) T - Y2.
(8) zyx ~ wy. Indeed, xyx ~(2) zy(x(2y)) ~@©) vy(TY) ~1) TY.
(9) zy(wz) = xyz. Indeed, zy(xz) ~(5) my(xywz) ~(s) TY(TY2) R(6) TYZ.
(10) 2y - yz =~ wyz. Indeed, zy(yz) =) zy(x - yz) ~@3) zy(e - 2yz) <o)
zy(zyz) =) 1Yz
(11) zyy = y. Indeed, xyy ~4) 2y(yr) ~10) TYT ~(5) Y.
2tz s ol s(32)2 o (42 022) >0 02)52) ~on
z(yz

(13) ay(zy) ~ xyz. Indeed, zy(zy) ~(10) TY(y - 2y) (2) LY - Yz ~(10) TYZ-

(14) zyzy ~ xyz. Indeed, xyzy ~(13) 2Y(2y)y Ra2) TY - 2y ~(13) TYZ.

We are going to prove by induction on the length of ¢ that ¢ =~ ¢;(t) belongs to
E. If t is a variable (or any linear term), this is clear. Let ¢ = ¢1¢2. By induction
we can assume that ¢1, s are both linear. If they have no variable in common, then
t is linear and we are done. Take a variable = € S(t1) N S(¢2).

Let t; # x and t9 # x. Then t;x is shorter than ¢, so that ¢tz & £1(t12) = t; by
induction. Similarly, xts is shorter than ¢ and hence xty &~ ¢ (ats) = xd,(t2). We
get t = 11 -ty R0y 11T - Tty R @ - 0. (2) R10) 1T - 02 (t2) & t1 - 02(t2). The
term t; - 6, (t2) is shorter than ¢, so that t1 - §,(t2) = €1(t1 - §.(t2)) = £1(t) and we
get t =~ 4y (t)

Let t1 = x. If to = x, use (1). Otherwise, we can write to = to1tas. If to; =
then t = 2(x - tan) ~(g) Ttoe = L1(xte) = L1(t). If © € S(ta1) and ty; # = then t =
x-torlos R(3) x(wtar -tae) R (20, (ta1) taz) R(3) 2(0x(ta1)taz) = L1 (2 (04 (t21)t22)) =
fl( ) If t22 = z then t = I’(tgll’) ~(2) SCtgl ~ El(l‘tgl) = 61( ) If x € S(tgg) and
t22 }é x then t = x - t21t22 ~( (tgl CCtQQ) ~ Z(tgl .CC(S~ (tzg)) ~(7) z(tglax(tgg)) ~
fl(l‘(tzlcyx(tgg))) = El(t).

Let tl 7é x and t2 = z. Write tl = tlltlg. If z € S(tll) then ¢t = t11t12 TR
(tll.’ﬂ . tlg)x %(14) t117 -t =11t =t = gl(t) Ifz e S(tlg) then t = t11t10 - =~
(t11 - tiox)x =19y t11 - Lo = tiitis =t = £4(t). O

Corollary 9.2. There is exactly one x-linear theory extending the groupoid Q.

Proof. Since the equational theory ~; has a base consisting of equations in three
variables, any *-linear theory extending Q; must contain ~;. Hence, it must coin-
cide with ~q. O

10. EXTENDING Q,

Let t be a non-linear term and consider a variable x occurring more than once
in ¢t. For 7 > 2, we denote p, ; the subterm of ¢ of the form

Pa,i =P (xp1p2 ... Dn),

where the occurrence of x above is the i-th one in ¢, n is a non-negative number (if
n =0 then p = p'x) and p’, p1,...,p, are terms.
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Let ~3 be the equivalence on the free groupoid T generated by all pairs (¢, t%%),
where ¢ is a term, x is a variable occurring at least i-times in ¢, ¢ > 2, and %" is
the term obtained from ¢ by replacing p, ; = p'(xp1p2 . .. pn) With p'pipa ... pp.

/

p P1

Theorem 10.1. ~y is a *-linear equational theory extending Q.

Proof. We first prove that there is a unique linear term o (t) with ¢ ~g £5(¢t). To do
this it is sufficient to prove that (t®9)¥J = (t¥7)%% and that (t%¢)%J~1 = (t¥7)%:1
for 2 <i < j. Let p=py; =p'(xpip2...pn) and ¢ = py; = ¢ (Yyq192 .. ¢m). If
neither of p and ¢ is a subterm of the other, then it is clear. So, let ¢ be a subterm
of p. Again, we have no problems if ¢ is a subterm of p’ or of one of the p;s. The
remaining case is if the jth occurrence of the variable y is the leftmost variable of
a subterm p;. Then we have that ¢ = xpips...p;—1 and p; = yq1q2 . .. ¢m. Now,
by the definition, the term p gets replaced by p'pips ... Pi—1G1G2 - - - ¢mPit1 - - - P in
both of the terms (¢*¥)¥ and (t¥9)®, so those two terms are equal. The other case,
(tr )@=t = (=)@ for 2 < i < j, is dealt with analogously. Therefore we have
proved that we can transpose the order in which we cancel two different occurrences
of variables, so we get that, no matter what order we cancel the occurrences in, we
obtain the same linear term.

Now we see that the set of linear terms is a transversal of the equivalence ~5, so
two terms t; and ty are equivalent modulo ~q iff ¢5(t1) = la(t2). It is easy to see
that ~9 is a congruence of the term algebra.

Finally, we need to show that ~g is fully invariant. Let ¢(x,y1,...,yr) and
p be terms. It is sufficient to show that, if ¢’ is the term obtained from ¢5(t)
by substituting a variable x with p, then ¢5(¢(p,y1,...,yx)) = €2(¥'). Let y be the
leftmost variable of p. We consider an occurrence of the subterm p in ¢(p, y1, ..., yx)
obtained from the substitution of an occurrence of x in ¢ which is not the leftmost
one. Then each occurrence of any variable z of p within this subterm is not the
leftmost occurrence of z in ¢(p,y1,...,yx) (as at least one copy of the whole p lies
left of it), so it can be cancelled. We cancel first all the occurrences of variables of
p in this subterm, except for the leftmost occurrence of y. The parentheses were
affected only within the subterm, so we can replace the whole occurrence of the
subterm p with the variable y. Working this way, we reduce t(p,y1,...,y%) to a
term t” obtained from t by replacing the leftmost occurrence of x with p, while all
the other occurrences of x get replaced by y. Now, all of these occurrences of y
which replace x in t” are not the leftmost ones, since y is a variable that occurs in p.
Therefore, all of them get cancelled in the precisely same way as the corresponding
occurrences of x get cancelled in ¢ when we reduce ¢ to ¢5(t). Finally, we have
obtained ¢’ from ¢".

We have proved that ~g is a *-linear equational theory. Clearly, Qg is its 3-
generated free groupoid. O

We denote the corresponding variety Lo.
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11. A BASE OF EQUATIONS OF THE VARIETY Lo

Lemma 11.1. The variety Lo has a base consisting of the at most 3-variable equa-
tions that are given by the multiplication table of Q,, together with the equations

zy(zzu) = zyzu  and  xy(yzu) = xyzu.
Proof. Denote this set of equations by S.

Claim 1. S F (yz)(zy1y2 - . . Yn) = YTY1Y2 - . - Y. By using the identity z(zyz) ~
xyz (n — 2) times, we transform the left hand side to

(yz)(x(z... (x(zy192)y3) - - - )Yn—1)Yn)-

Then we use the identity (zy)(yzu) = zyzu (n — 1) times to transform this expres-
sion to the right hand side. (Note that for n < 1 this proof does not work, but
these are just the identities zyy ~ zy and yx(xz2) ~ yxz.)

Claim 2. S F z(yy1y2...yn) =~ x(yxy1y2...Yyn). Again, using the identity
z(zyz) = zyz (n — 1) times, we transform the left hand side to

(y((y((y - (W((yy)y2)) - )Yn—1))Yn))-

Then, because of the identity x(yz) ~ z(yxz), this expression becomes

((yx)((y((y - .- W((wy)y2) - - )Yn-1))Yn))-

Finally, using the identity (zy)(zzu) = zyzu (n — 1) times, we transform this
expression to the right hand side. (Again, note that for n = 0 this proof won’t
work, but that this is just the identity x(yx) ~ zy.)

Claim 3. S F y1(y2 - (Yn—1(ynz)) ... ) = (1 (y2 - - (Yn—1(ynx))...))z. We use
the identity x(yz) =~ (z(yz))z (n — 1) times to transform the left hand side to

Y1(y2 - Yn—2(Yn—1(yn2)z) . .. )T)I,
and then the same identity (n — 2) times to obtain the right hand side from the
above expression.

Claim 4. Let t be a term and let an occurrence of the variable x lie immediately
to the left of an occurrence of the variable y in t. Let t' be the term obtained from
t by replacing this occurrence of y by yx. Then S+t = t'. In general, this means
that ¢ has a subterm of the form

(P1(p2 -+ (Pr—1(pn)) - D+ (Ya1)g2 - - )am),

where n,m > 0, and x and y are the occurrences in question. In particular, n =
m = 0 means that we have xy as a subterm in this place. We obtain from this
subterm

(P12 --- (Pn—1(pnz)) .- )2)((-- - (Yq1)G2 - - - )qm)>
by Claim 3, then

(Pr(P2-- - (Pr—1(pn)) .- ))2)(@((- - (Y01)q2 - - - )m)),
by the identity (zy)z ~ (xy)(yz), and

((P1(p2- - (Pn-1(Pn)) - ))2) (2 ((- - ((y2)91)42 - - - )am));

by Claim 2. We finish by again using (zy)z ~ (zy)(yz) and Claim 3 to cancel the
two occurrences of z in the middle and get

(P1(p2 -+ (Pr-1(Pn)) - N+ ((YT)q1)G2 - - - )qm)>

which proves our Claim.
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Claim 5. Let t be a term and let an occurrence of the variable x lie to the left of
an occurrence of the variable y in t. Let t' be the term obtained from t by replacing
this occurrence of y by yxr. Then S + t ~ t'. We do this by an induction on k,
the number of occurrences of variables which lie between the occurrences of x and
of y in question. For k = 0, this is precisely the Claim 4. Otherwise, let £ > 0
and assume the Claim is proved for £k — 1. Let an occurrence of the variable z lie
in ¢ immediately to the left of the occurrence of y we are considering. Let t” be
the term obtained from ¢ by replacing this occurrence of z by zx and ¢’ the term
obtained from ¢ by replacing both of the considered occurrences of y and z by yx
and zz respectively. Then ¢t ~ t" by the induction hypothesis, ¢ ~ " by Claim 4,
and t"”/ = ' by the induction hypothesis.

We now finish the proof that S is a base of equations for L5. Let ¢ be a term
in which z occurs more than once and p,; = p/(xp1p2...pyn), for some i > 2, be
the subterm of ¢ from our definition of ~5. Let y be the rightmost variable in p’
and let p” be the term obtained from p’ by replacing this rightmost occurrence of
y with yz. Then, since i > 2, there must exist an occurrence of x in ¢ to the left
of the considered occurrence of y in p’, or at worst y = z. In both cases, ¢ can be
transformed to the term where p’ is replaced by p”, in the first case by Claim 5,
and in the second by idempotence. Furthermore, by Claim 3, Claim 1 and Claim 3,

SEp"(@pip2...pn) = (0"x)(@pip2. .. pn) = P xpipe .. pn = P P1D2 - Py
and, finally, by Claim 5, or the idempotence, we can replace p”’ by p’. O

Theorem 11.2. The variety Lo has a base consisting of the following four equa-
tions:

(1) zx =~ x,

(2) z(yz) = xy,

(3) x(yzz) = x(yz) and

(4) wy(yzu) = zyzu.

Proof. By a careful analysis of the proof of Lemma 11.1, we see that the identities
actually used are the above four, together with these five: (5) z(yz)z = z(yz), (6)
zyy =~ zy, (7) zy(yz) = zyz, (8) z(rxyz) =~ zyz and (9) zy(rzu) ~ zyzu. So, we
need to prove them from (1)—(4).

For (7), zy(yz) =) vy(y(zy)z =) vy(zy)z ~a) vyz.

For (8), x - wyz =) o2 - xYz R4y TTYZ ~(1) TYZ.

For (6), zyy ~(2) zy(y(zy)) =) zy(yx) =7) vyr ~@s) v(zyr) =@) o(vy) ~@)
r(zTyY) ~(8) TTY ~(1) TY.

For (5), £(y2)2 ~n) 2(y2)(v22) ~e) 2(12)(52) ~6) 2(52).

Now, we prove that (10) zyz ~ xy. Indeed, zyz ~ (o) x(yx)r ~(5) 2(yx) ~(2) Y.

Finally, for (9), zy(rzu) ~10) zyz(r2u) =) Tyrzu = o) TY2U. O

12. EXTENDING Q,

We start with a technical definition. For a term t, we define inductively the
left and the right sequence corresponding to an occurrence of a variable in ¢. If
t is itself a variable, both sequences are empty. Let t = tit5 and assume the
occurrence is in t;. Then the left sequence for ¢ is exactly that for ¢1, while the right
sequence is qi, ..., qn,ta, where qi,...q, is the right sequence for the occurrence
in t;. Analogously, assume the occurrence is in t;. Then the left sequence for ¢ is
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t1,p1,- - -, Pn, Where p1,...p, is the left sequence for the occurrence in t,, while the
right sequence for ¢ is exactly that for ¢s.

Let ¢ be a non-linear term and consider a variable = occurring more than once
in t. For i > 2, we denote p,; = p;,;p, ; the subterm of ¢ such that p} ; contains
the (i — 1)-th occurrence of the variable = in ¢ and p/; ; contains the i-th occurrence
of z in t.

Let ~3 be the equivalence on the free groupoid T generated by all pairs (¢, t%%),
where ¢ is a term, z is a variable occurring at least i-times in ¢, i > 2, and t* is the
term obtained from ¢ by replacing p,; with (p}, ;(p1(p2(- .- (Pn—1Pn)))))@142 - - - Gm,
where p1, ..., p, is the left sequence of the first occurrence of x in p'w”i and q1,...,qm
is the right sequence of this occurrence in p’l’,,i.

b1 --- Pn 41 --- Gm Pn—1DPn

In the present section, we adopt a less formal notation. {q1g2qs ... q.} will stand
for the bracketing (((¢1¢2)q3) - - - )qw, while [g1gz ... qu] will denote the bracketing
q1(g2(. - - (qu-14w)))- In this notation, the term pj; ; can be written as

{Ipr-- Alpass - Pslopsss Do} pyss Do} - ).
(It means that ps,...,pg is the left sequence for the occurrence of z in pg,i and
DB+1,-- -, Dw is the right sequence.) So ™" is obtained from ¢ by replacing the
subterm p, ; with {[p}, ;p1-..pslps+1-..pu}. Anexample illustrating this definition
is pictured below.

ta:,?

First, we prove that for every term ¢ there is a unique linear term ¢5(¢) equivalent
to t modulo ~3 (clearly, there exists some).

Lemma 12.1. (p®")®Ji~1 = (p®J)®% for 2 <i < j.

Proof. Let
Pri = p;J{[pl oo APat1 - -p{epssr - Py HPy41 - D5} Pw} and
Prj = Pyl Algar+1- g i{zgp i1 qy Hays1 - g} qur}

In the case when neither of these two terms is a subterm of the other one, the
lemma is easy to prove.
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If the term p, ; is a subterm of p, ;, then p, ; must be a subterm of p;,j because
the terms ¢, ..., gs do not contain an occurrence of the variable z. The lemma is
again easy to prove.

It remains to consider the case when p, ; is a subterm of p, ;. This case contains
two subcases.

First subcase: p, ; is a subterm of one of the terms pgi1,...,p. (because j-th
occurrence of z is located to the right from the i-th occurrence of x). This case is
easy, too.

Second subcase: pg ; is not a subterm of any of the terms pgy1,...,po. (It
may be helpful to consider the following example, where i-th and j-th occurrences
of = are indicated, the (i — 1)-th occurrence is contained in a and the (j — 1)-th
occurrence is contained in d.)
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tz,j (tx,j):c,i — (tz,i)x,jfl

Then the j-th occurrence of x in p is in a term ps, where § +1 < § < w.
Then ps = p); ; and p), ; is the largest subterm of p/; ; which does not contain the
occurrence of the term ps we took for p;" ;» and does contain the i-th occurrence of
T in p, i.e.

péw' = {lpat1-- -pﬁ{wpﬁﬂ .. -pw}]pwl D51}
Then
Pri = Do i{lpr - pa@e et (041 g {zgs i1 ay Y] g} )Posr - P}
The term p®7 is obtained from p by replacing p, ; with

P =P pe{ hjti - Gors1 - ap)ap 1 Gy Qo Y Do - D)

Since p, ; = {[Pa+1---Pg{TPp+1- - Py}Py+1-..Ps—1}, it follows that

P =0 {1 pa{ P LCPar1 - ps{appin 0 pygn o5}

R R TN R O S by L NE Y Y 3

The term (p®7)*? is obtained from p™J by replacing p’ with the term

P = {[P;,ipl cpplpa1 - ps-1lqr - 4plapi1 - QDo - Du}
On the other hand, the term p®! is obtained from the term p by replacing p, ; with

" ={{php1 - palPBI1 - Dy Po—1}P5 P}

/ —

so (p™"), iy = {[phip1---palpp+1---Py---ps—1}, and as ps is given above, it
follows that

P =AM gersr g {zgsgn - ay a1 - o Y sk - pu)-
The term (p®*)®J~1 is obtained from p®® by replacing p””’ with

P =l )o@ - Qo1 QB - Gy QDo - P}y
which can be written as

" ={0" e, alar - ap a4 - Q@5 - Pu s

!

ie. when we replace (p™*)", =17
;

we get

11

P =A{lpypr - palPps1 - Dy Do-1lqr - qprlap - Qo Ds L - P
From above it follows that p” = p”| ie. that (p®?)®J=1 = (p=J)=:. O

Lemma 12.2. (p“”i)y»j — (pyﬁj)x,i )
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Proof. Without loss of generality, the i-th occurrence of x is located before (to the
right of) j-th occurrence of y in the term p. Let

Pri = Ppi{lpr - APavi - psleppss -y Pyi1 - Do} Do}
Py,j = P;,j{[(h o Algarsr - aplygsr s ay Hlayaa s} qur )
If the subterms p,; and p, ; are not subterms of each other, or if p, ; is a subterm
of pj, ; or of gy for some 1 <\ < W', or p, ; is a subterm of p;, ; or of py for some
1 < X < w, then the lemma is clearly true. Otherwise, consider the following cases.
First case: Let p, ; = py ;. (On the following picture, the previous occurrence of
x and y is contained in a.)

P = DPzxi = Py i Y,J o o
p (p=i)vd = (puid )t

Then p;, ; = py, ;, Py ; = Py, ;» and the j-th occurrence of y in p is in the subterm
px for some f+1 < A < w (since i-th x occurs before j-th y). Then p) is a

subterm of p) . and px = {[gw .- {[qar41-- a8 {yapr41-- @}y 41 .. qu}, and

also g./_1 is a subterm of pgj”j such that ¢, _1 multiplies py from the left and

G —1 = A{[px - {[Pat1---ps{epat1 ... Py}Dy+1 ... Pr—1}. It follows that

P =Dyg = PeidPr-- ['Pp- - 1 (@103 )IP2g1 - oo} D0}

where ¢,/_1 contains the i-th occurrence of z and py the j-th occurrence of y in p.
Then the term p™* is obtained from p by replacing p, ; with the term

P =A{[PyP1- - Pr1Pk - PBIPB+1 - PA_IDAPAYL - - - D}, L.
P =A{[Phip1 - Pr—1Px - -DBIPE+1 - - PA-1
{l[qfc/ oo Algargr - Qﬁ’{yQ,B/+1 cee qu'}]qw’ﬂ cee qlu}lpAH Dt
The term (p®?)¥7 is obtained by replacing p’ in p®? with the term p” which is equal
to
{{[Phip1 - PBlPB+1 - - PA—1}wr - B/ )A37 41 - Gy - QuDAFL - - Do}
={[pLip1-- - DalPst1 - PA-1(Gw - 4p)apre1 - Gy QDAL - P}

The term p¥ is obtained from p by replacing the subterm p, ; with the term p””’
which is equal to

{[PhiD1 -+ Pro1Gr'—1Gwr - Qa1 -+ QB ]AB 41 - Gyt oo QDAL - Dy - Pu )
By replacing ¢,/ _1, from above we get
P =A{pyip1 - Pra1{ [P - {[Pat1 - ps{Pss1 - Dy }IPygr - A1}

Q' - 4p]dsr41 - - QuPA+1 - - - Pu}-
The term (p¥7)® is obtained from p¥J by replacing p"”’ with p

""" which equals

{[p;7ip1 oD Patl - -DBIPBAL Py PA=1[Qur - - 43 )4B 41 - - - QDA+ - - Do }-
This means that p” = p””’, and then (p®*)¥J = (p¥9)=:.
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Second case: Let p, ; be a proper subterm of py, ;. (On the following picture, the
previous occurrence of x is contained in b and the previous occurrence of y is in a.)

P pYI (pi)¥d = (pud)ei

Then the term g¢ contains the i-th occurrence of z for some 1 < ¢ < g/ (¢ =1
would mean that either p, ; = p, ; or that p, ; is a subterm of ¢;). The term g¢ is
a subterm of p} ; and equal to {[ps ... {[pat1---Ps{ZPs+1-- Py }Py+1---pu}. The

subterm pj, ; is equal to some g, 1 < p’ < ¢’. Therefore,
poi = Ulapsr - Alae - Algorsr - ap{yapsa - gy Yaysn - aord o},
and p, 41 will be equal to
pos1 ={laerv1 - Algors1 - gp{yapsr gy Haysr - an )
Then p, ; is equal to
pyillas (@ {lgps1- - a1 {(geprst) a1 a0} - ar}') . g}

Here py, = qpqi, forall 1 <k < ¢ —1=¢ —p' —2 and pr = gyyr—r—1 for all
v+1<k<w.

The term p®* is obtained by replacing the subterm Ppy,; with the term p’ which
is equal to

Py dlar - Alaer - {Plappr - palpsst - PoPvr1Gy4r -4} g} g}
The term (p®*)¥ is obtained from p®! by replacing the subterm p’ with
P ={l'ry ;a1 LClaopr - polpssr 2P aea - ap ) ap g}
On the other hand, the term p¥7 is obtained from p by replacing p, ; with
P =y e apldpa e de G

For the term p¥J it holds that (P i = [qp ---qerlger+1---qp]).  Therefore,
(p¥7)" is obtained from p¥” by replacing the subterm p”’ with

" =A{lp, a1 {appr - pplpssr - pulder sy oap ) g - o}
={lp}, ;a1 - {"lapp1---palppsr-- - pv} aes1 - qplapsr - g} = D7,
as desired.

Third case: Let p, ; be a proper subterm of p, ;. Let py contain the jth oc-
currence of y in p, f+1 < 9 < w. Let ¢t be the maximal subterm of p,; which
does not contain p,,, but does contain the ¢-th occurrence of = in p. In other words,
t={pr--A{lpat1---ps{wpps1 .. Py }Py+1- .. Py—1}. Since py is a subterm of py ;,
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it follows that Dy = {[qg/ . {[QO/Jrl . Qﬁ’{y%’ﬂ . Q’y’}]q“/q»l N qT/}. Consider
two subcases:

First subcase: p), ; =t. (On the following picture, the previous occurrence of x
is contained in a and the previous occurrence of y is in ¢.)

p¥? (pPi)Yd = (pvd )i

Then

Pai = Peillpr- - (P21}, ;pv)) - - pu}-
The term p¥+/ is obtained by replacing the subterm p, ; in p with the term p’, which
equals
p;J{[pl .. (p,\_l{[p;hjqa/ Q)81 Gy G }) P}
The term (p?¥7)®% we get from (p¥?) by replacing p’ with

p” = {[pfr,ipl <o PA-1PX - - -pﬁ]pﬂJrl .. 'pdlfl[qo'/ ce QB’]Qﬁ’+1 <o qr P41 - - -pw}-
On the other hand, the term p™? is obtained from p by replacing p, ; with the term

/11

p'", which equals
{[PliD1 - PA—1PA - - Dokl - PBIPB+1 -+ Doy - - Py 1Py Pyt 1 - - - Do }-

Now, (p‘"”’i)gm- = .{[p;’ipl coeDA—1---DalPB+1 - -Py—1}; it follows that (p™%)¥7 is
obtained from p** by replacing p’”" with

11"

" =A{l{php1 - -pelPs1 - Py—1}0or - Qp)dB 41 - QD1 - P}
={[pp.p1-- - palPs+1 - - Py—1ldor - qpapr 1 - GrDysr - D} =D,
which is what we needed.

Second subcase: p’yJ = pp, for some 1 < p < X. (On the following picture, the
previous occurrence of x is contained in a and the previous occurrence of y is in b.)

py,j (pr,i)y’j — (py,j)m’i

Payi = Py i(P1 - Py j (Dot - - DA=1(tPY) Pyt 1 -+ - Do) -+ - Do)
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The term p¥ is obtained by replacing p, ; in p with the term p’ which equals
Pi(P1 - Do 1{[Py jPps1 - PA-1tqor - Q)11 - G Dgt1 -+ Do }Dot1 -+ Duo)-

The term (p¥+7)®! is obtained from p¥7 by replacing the previous subterm with p”’
which equals

{[p;,ipl .. -Pp—lply,jpp+1 .. -p,ﬁ’]pﬁ—H - ~pw—1[%' cee Qﬁ’]Q,B’-i-l s gr Pyt - Put
On the other hand, p® is obtained from p by replacing p,; with the subterm
P =Py p1 - Po-1Dy Pt - DBlDEYL - Py—1Dy - P}

Sinqe now (p””’i);m- = {[p;ﬂ-p‘l < Dp—1D)y jPp+1---PplPp+1 - - -Py—1}, it follows that
(p®")¥ is obtained from p®* by replacing the subterm p"”’ with p””” which equals

{[{[p;’zpl - ~Pp—1P;,ij+1 o DBIPBAL - Pyp—1}dor QB ]AB 1 - QP D}
Then this subterm equals
{[PyiP1 - Pp1Dy jPps1 - - -DPaIPB+1 - - - Pyp—1ldor - - 451 )dpr 41 -+ GrrDipt1 - - - Do}

which is what we desired to prove. (I

Theorem 12.3. Any term p is equivalent to a unique linear groupoid term {3(p)
modulo ~3.

Proof. 1t follows directly from Lemmas 12.1 and 12.2. O
Next, we show that ~3 is a fully invariant congruence of the free groupoid T.
Lemma 12.4. ~3 is a congruence of T.
Proof. This follows obviously from the definition of ~3. O
Lemma 12.5. Let the term p, contain an occurrence of x. Then
pollpr-- Alpa-- Azps - -2y} po} ~s {lpapr - pa - pp-1lps - Py P}

Proof. We use the induction on the number of terms py, 1 <1 < §, containing at
least one occurrence of x.
Assume that only one term p, contains an occurrence of xz. Let f3(py) =

{lar-- Alge - Azqp - ay Haysr - g} and py{[pys1 - - {lpa - - -{zps - Py} i}
be a subterm of the left side expression. Then

p{[p1 - .p¢_1{1p¢{[pw+1 o AP Axps . pyH DN ) .p5}1 e Dw} ™3

pa{lp1 - o1 {" () {[Pys1 - {[Pa---{xps - Dy} Dy} s} P} s

pm{[pl .. .pw_l{l{Q[ql e {[QO/ e {J}qB/ .. -q'y’}]Q’y’+1 . ~Qw’}2
{posr - Alpa - Azps oy} o} ops} b} ~a

{[pap1 - Py—1q1 - o - qp—1lap -Gy G
(st Ao Azps 0y} o} s}~

{{"pap1 - - Po—1@1 - Qe - Qar—1)q5 -Gy Qo I
Pygl---Pa-DB—1PB - -Dy---Dx---Ds---Du} ~3
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{pap1 - Pyp—1L3(Dy)Dopt1 - - Pe - - PB—1]PB - Dy Dy -Ps---Pu} ~3

{[Pap1 - Pp—1DypDyt1 - P+ -PB=1PB - Py Dy D5+ Pu}-
Next, assume that the claim is true for n — 1 terms. Suppose that n terms
Diys - -, Di, contain an occurrence of x, 1 <4y < --- <4, < —1. Then

peilpr- - (piy oo Dis - Diy o APa - {xZDs D P41 ) DO 3
(by the inductive assumption)

peilp1 .. {*[pi, ...piz...pin...pa...pﬂ_l}pg...p7p7+1...}1...pw} ~3
(by the rule for cancelling, p, - * ~3 py)

pellpr- iy - piy -0, ...pa...plg,l]aﬁplg...pvarl...}1...pw} ~3
(by the base case from above)

{[pep1---Dir - -Piy---Pin - -Da---DB—1IDB - Dy -+ Pl

([l
Lemma 12.6. Let x and y occur in the term p,. Then
paflpr-- Alpa - Azps. . Py} PePes1 - Put ~a
px{lp1.- {lpa---{zps.. Dy} - PeYPet1 .. Pu}
Proof. Using Lemma 12.5, we obtain the following:
paf{lpr- Alpa---{xps.. . Dy} PePet1 - Pu} ~3
{[paP1---Pa---Pp=1]PB - Dy .. PeDe+1---Puw} ~3
{lpap1---Pa-- - Pa-1lps.- Py PeYPes1 - Do} 3
paf{lpr - Alpa---{zps.. . Dy} - PeyPes1 .. Do}
O

Lemma 12.7. Let q, and p, be terms such that S(p;) C S(q.) and let x be the
leftmost variable of the term p,. Then

Gollpr - Alpa- {zp5 - oy} 1} ~s @udlpr - Alpa- - {peps -2y} P}

Proof. A corollary of the previous Lemma. O

Lemma 12.8. Let t be a term, x and y variables of t, and let s = t¥* for some
1. Then t ~3 5, where the terms t and 5 are obtained from the terms t and s by
substitution of the variable x with a term p.

Proof. Let us consider two cases.
First case: x = y. Then

o=ty {[tr-. A[ta-- {ztsg. . .ty tyq1 .. tw} ~a

{[thitr .t tg_altg. . tytyyr ... tw}
On the other hand,

foi = O ATa - bl TNy T s
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(using Lemma 12.5, where z is the leftmost variable p)

a{m .. {[g . .tg,l{z%. . ‘E}]t’ﬂrl .. E} ~3

{[t it T ta1)tp.. Ty .. T}

The term {[t/, ;t1 ...t ... Tg—1]ts... T, ... 1, } is exactly what we get from the term
{[thit1--ta- - tg—1ltsg...tytyp1 ... t,} by substitution of the variable z with the
term p. Since the term s is obtained from ¢ by replacing the subterm ¢, ; with
{[t;’itl e ta . tﬁ—l]tﬁ . t'yt’y—&-l . tw}, it follows that f ~3 S.

Second case: x # y. Then

tyi =ty {ltr - Alta - Avts .ty i1t} ~3

{[tyit1- - ta. tpaltg.. . tytyy1 .. tu}
On the other hand,
fi =1 Al Al {vT5 - T T},

Using Lemma 12.5, we get
Ty ~s A0 T Ta e Tl Ty o

The term {[t; ;t1...ta...T5-1]t5 ...y ... T, } is exactly the term that we get from
{[t;7it1 coila .. tgoa)tg .. tytyqr ...t} by substitution of the variable 2 with the
term p. Since the term s is obtained from ¢ by replacing the subterm ¢, ; with
{[tyit1- - ta. . tg—1ltg ... tytyq1 ... to}, it follows that t~3 3. O

Lemma 12.9. ~3 is a fully invariant congruence of T.

Proof. Let t and p be terms. By application of Lemma 12.8 finitely many times,
we get £3(t1) = {3(t2), where the terms t; and t5 are obtained from the terms ¢3(t)
and t by replacing all the occurrences of the variable z with the term p. Therefore,
the substitution rule holds, i. e. ~3 is a fully invariant congruence. O

Theorem 12.10. ~s3 is a x-linear equational theory extending Q.

Proof. ~3 is an equational theory according to Lemma 12.9. It is *-linear by Lemma
12.3. And it can be checked that Q, is in the corresponding variety (in fact, it is
sufficient to check that neither Q;, nor Q,, is in the variety). ([l

Let L3 denote the corresponding variety.

13. ALL *-LINEAR THEORIES

Theorem 13.1. There are precisely six x-linear varieties of groupoids: L1, Lo, L3
and their duals.

Proof. 1t follows from the results of Sections 2, 3, 4, 5 and 6 that the groupoids Q;,
Q,, Q4 and their duals are the only candidates for a 3-generated free groupoid of
a *-linear equational theory. Theorems 8.3, 10.1 and 12.10 show that in each case
there is at least one extending *-linear theory. And according to Theorem 7.3 and
Corollary 9.2, the extensions are unique. ([l
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14. L3 1S INHERENTLY NON-FINITELY BASED

In this section, ¢ always denotes a term in variables x1, ..., x,.

We start with several technical notions. Let ¢(t) denote the semigroup word
obtained from a term ¢ by deleting all parentheses and cancelling all exponents.
E.g., o(z(y(y(z(zy)y)z))) = zyzayz.

We say that a term t has the property By, (we write shortly Bg(t)), if

ot)=x1...TpT1 ... Tp ... T1 ... Ty ... LW,

where w is an arbitrary word, 1 <1 < n and k = |p(t)| — |w|. The prefix of the
length k is called the head of p(t). We say that an occurrence of a variable in the
term ¢ is a head occurrence, if the corresponding occurrence in ¢(t) is in its head.
The key notion in further text is the separator. This is the leftmost occurrence of
x; in ¢ such that the corresponding occurrence in ¢(t) is the rightmost letter of the
head. E.g., the term z(y(y(z(zy)y)z)) has the property Bs and the separator is y
at the sixth position.

We say that a term ¢ has the property Ay (shortly Ax(t)), if it has the property
By, and the property C} saying that the left sequence of the separator contains only
terms in a single variable. Note that C} is equivalent to the fact that every subterm
of ¢t containing an occurrence left of the separator, either contains only one variable,
or contains the separator. Also, note that Ay(t) implies A;(¢) for all j < k. E.g.,
the term z(y(y(z(zy)y)z)) has the property As, but it does not have the property
Ag. Of course, all of the above properties are relative to the (linearly ordered) set
of variables. We will mention which set of variables we are referring to, whenever
it is not obvious.

In the sequel, we will use the notation p,; = pj, ;p ; from the definition of ~j3.
By cancellation of the i-th occurrence of a variable z in a term ¢ we mean application
of the identity t ~ t*%. Again, [y1y2 ... yx] will stand for yi (y2(. .. (yx_1yx)))-

Lemma 14.1. Let u be a subterm of a term t. If u contains only the leftmost
occurrences of variables in t, then u is a subterm of £3(t).

Proof. Consider cancellation of the i-th occurrence of a variable z in ¢ (i > 2).
Since u does not contain the i-th occurrence of z, either u is not a subterm of p, ;,
or it is a subterm of p/, ;, or it is a subterm of some member of the left or right
sequence. In all cases, u is also a subterm of ¢*. (I

Lemma 14.2. If k <n, then Ap(¢3(t)) implies Ak(t).

Proof. First, we prove Bj(t). Assume the opposite. There exists a variable z;
that occurs between z; and z;41 in the head of the word ¢(t) for some i < k.
Indeed, j < i, because ~s3 is left non-permutational. Let s be a term obtained from
t by cancelling all non-first occurrences of variables left of this occurrence of ;.
Again, z; occurs between z; and z,; in the head of the word ¢(s). Assume that
the left sequence of this occurrence in s is si,...,S,, and that the first occurrence
of zj is in 8y,,. Then s%°? contains the subterm [SpoSmg+1 ---Sm] and so does
03(5%1%) = {3(t) according to Lemma 14.1 (recall that all variables left of z; occur
at most once in s). This is a contradiction with the fact that ¢5(t) satisfies Cj,
because this subterm contains more than one variable, but not the separator.
Next, we prove Ci(t). Assume that there is a subterm v of ¢ with more than one
variable, containing an occurrence left of the separator, but not the separator. Let
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s be a term obtained from ¢ by replacing u with £3(u) and by cancelling all non-first
occurrences of variables left of the subterm u. Either the first variable of £3(u) is
different from its left neighbour in s, then ¢3(u) contains only first occurrences and
thus, according to Lemma 14.1, ¢5(u) is a subterm of ¢3(s) = ¢3(¢), a contradiction
with A (¢3(¢)). Or this is not true, it means the first variable of 3(u), let us call
it x, is identical with its left neighbour. Consider cancelling the second occurrence
of z in s. The cancellation appears in the subterm p, o = p;)ng}Q and z is the first
variable of p} 5. So the left sequence of x in pj) , is empty and its right sequence
is non-empty; let ¢ be its first member. Hence p’z’zq is a subterm of p®2 and thus
also of s%2. It contains only leftmost occurrences, so, according to Lemma 14.1, it
is a subterm of £3(s%2?) = /3(t) too. However, it does not contain the separator, a
contradiction. O

Lemma 14.3. If k <n, then Ay(t) implies Ay(t**) for any occurrence of x in t.

Proof. By (t%) follows from the fact that either p(t*%) = o(t) (if one of the neigh-
bours of the i-th occurrence of x is also z), or ¢(#*%) results from ¢(t) by removing
a non-first occurrence of the variable x.

Let us denote q1, ..., ¢, the left sequence of the separator in t. By assumptions,
every ¢; is a term in a single variable. To prove C(t™%), we consider two cases.

Case 1: the i-th occurrence of x precedes the separator. So there is j such that
this occurrence is in g;. We have two subcases. Either p,; is a subterm of g;.
Then t™ results from ¢ be replacement of the term g; by a different term, in the
same single variable, therefore Cy(t*%) holds. Or the i-th occurrence of z is the
first variable of ¢;. Then p;7i = g¢j—1 and the left sequence of the separator in
™t is qq, ..., 4j-2,4,¢j+1,---,qm, where ¢’ is a term containing only the variable
x (in fact, ¢ = gqj_171...7ps, where 71,..., 7 is the right sequence of the first
occurrence in ¢;). Hence Cy (™) holds too.

Case 2: the separator precedes the i-th occurrence of x. Let r be the member of
the right sequence of the separator in ¢ containing the i-th occurrence of = and let
T1,...,Tme a0d S1,...,8m, be the left and right sequences of the occurrence in r.
Let g denote the largest subterm of ¢ containing the separator and not containing
r. We have three subcases. First, the (¢ — 1)-th occurrence of = in ¢ is in 7. Then
t®? results from t by replacement of the subterm r with another term, hence the
left sequence of the separator remains unchanged a thus Cj (%) holds. Second,
the (i — 1)-th occurrence of z in ¢ is in ¢. Then p); = ¢ and thus p,; = gr
is replaced for [pl, ;r172...Tm,]S0 . Sm,. So the left sequence of the separator in
t** is the same as in ¢t and thus Cj(t*") holds. If none of the two cases takes
place, then p;)i = g; for some j < mgy, where my is the greatest number such
that g, is not contained in the subterm ¢. In this case, p;; = qug,i is replaced
for [gjqj41 - - @malT1 - - TmglS0 - - - Smybmg - - - tmy, Where ., ..., t, is a part of the
right sequence of the separator in ¢t. Consequently, the left sequence of the separator
in t** is the same as in ¢ and thus Cg(t*?) holds. O

Corollary 14.4. Let t,s be terms in variables x1,...,x, such that L3 satisfies
~s. If k <mn, then Ag(t) if and only if Ak(s).

Proof. Lemmas 14.2 and 14.3 yield Ay (¢3(t)) iff Ax(t). The claim thus follows from
the fact that L3 satisfies ¢ = s iff £3(¢) = £3(s). O
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Lemma 14.5. Let t,s be terms in variables x1,...,x, such that t = «(t') and
s = a(s’) for a substitution o and some terms t',s" of length at most n. Assume
that L3 satisfies t' =~ s'. Then, for every k, Ag(t) if and only if Ax(s).

Proof. For k < n the claim follows from Corollary 14.4, so suppose k > n. Assume
that Ag(t) holds, we prove Ag(s). Let qi,...,¢n denote the left sequence of the
separator in t and consider the least i such that g; contains the variable z,,. Let
r = q;q be the minimal subterm of ¢ containing ¢; as a proper subterm. Indeed, r
contains the separator.

Since t' has at most n letters, we conclude that r is a subterm of a(z) for some
variable x (because ¢ > n). Consequently, r is a subterm of s, because ~j3 is
regular. Moreover, all variables occurring left of the leftmost occurrence of z in #/
are substituted by a term in a single variable different from z,, (since ¢1,...,¢—1
are such terms). Since ~s3 is left non-permutational, the set of variables occurring
left of the leftmost occurrence of x is the same in both ¢’ and s’. So left of the
leftmost occurrence of the subterm r in s there is no occurrence of the variable x,,;
it means, the first occurrence of x, in s is the leftmost variable of the subterm r.
However, according to Corollary 14.4, A, (s) holds. Particularly, B, (s) says that
the variables left of the leftmost subterm r are in the ascending order. Since the
rest of the head occurrences is in r (and thus untouched), Bi(s) holds. So, we
have a separator in s and we denote ¢}, ..., q,,, its left sequence. Let j be the least
number such that q§ contains the variable x,. Again, since r is a subterm of both
s and t, we have ¢; = ¢;, ¢j41 = Qit+1, - - -, Gy = G and it follows from C),(s) that
qi,---,qj_q are also terms in a single variable. Hence C(s) holds too. O

Lemma 14.6. Let X be a finite set of identities of L with lengths of terms at most
n and let X F t =~ s, where t and s are terms in variables x1,...,x,. Then, for
every k, Ag(t) if and only if Ar(s).

Proof. We first notice the (rather obvious) fact that there exists a finite set of
identities ¥/ O X over the set of variables {z1,...,z,} used in some proof of
3t & s, which is obtained from X using only the Substitution rule, such that we
need not use the Substitution rule in proving ¥’ F ¢ ~ s. We also may assume (and
do) that >’ is closed under substitutions that permute variables.

Let M}, be the set of all identities in variables x1, .. ., z, provable from ¥’ without
using the Substitution rule such that Ay holds for one side of the identity and fails
for the other one. We prove by induction that My, is empty for every k. Particularly,
we get that Ag(t) if and only if Ag(s).

For contradiction, let m be the smallest number such that M, is non-empty.
According to Corollary 14.4, we have m > n.

Pick an identity p = ¢ € M, with the shortest proof from ¥’ without using the
Substitution rule and let p; = q1, p2 = qa, ..., p; = q; be the shortest proof; hence
pir = p and ¢; = ¢q. Because of Lemma 14.5, the identity p & ¢ is not in ¥’ (it means
[ #1). Also, p = ¢ is not obtained from the previous identities by symmetry, as
otherwise ¢ =~ p € M,, would have a shorter proof. Similarly, p &~ ¢ cannot be
obtained from the previous identities by transitivity on p; ~ ¢; and p; ~ ¢; with
qi = Pj-

So p &~ q must be obtained by the Replacement rule, i.e., there is an identity
p; = ¢; from the proof such that ¢ is obtained from p by replacing its subterm p;
with g;. In the rest of the proof, we will only speak of this occurrence of p; in
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p, the one which is being replaced by ¢;. So when we mention a subterm p; of p,
we mean, in fact, “the occurrence of p; in p that is replaced in the I-th step of
the proof.” Without loss of generality, suppose that A,,(p) holds and A,,(q) fails.
Hence the subterm p; of p (the one which is being replaced) contains some head
occurrences of variables. If p; is composed of only one variable, then ¢; is a term
composed of the same variable and A,,(q) is a clear consequence of A,,(p). If p;
has no occurrences of a variable to the left of the separator, then A,,(p) implies
A (q), too. Therefore, p; must contain two head occurrences of different variables
and, by A,,(p), the subterm p; contains the separator in p. We have two cases.

First case: The subterm p; contains a head occurrence of x; such that no head
occurrences, other than possibly some more occurrences of x1, lie to the left of p;
in p. Then the identity p; &~ ¢; is in M,, and it has a shorter proof than p = ¢, a
contradiction.

Second case: The subterm p; contains the separator zs of p, but p; does not
satisfy A,, with the same occurrence of x, as separator. Let the left sequence of the
separator in p be rq,...,r,. Then the left sequence in p; of the same occurrence
of x, which is the separator of p is 73,7841,...,7«. Obviously, each r; has to
have exactly one variable. Now, let ¢(rg) = zg and let ¢ be the substitution
T3 > T1, TRyl = T2, ..y Ty > Tiqn—g, T1 — Ta4n—8, --., Tg—1 — Tpn. Then
¥ F ¥(p;) = ¥(q;) without using the Substitution Rule (just use the sequence
b(p1) & D(ar), $(p) = B(@), - (o) ~ $(ai) and the fact that 3 is closed
under ¢). Now, as Ap(¢(p;)) holds for some h < m with the separator ¥(xy)
(the same occurrence which serves as the separator in p), then by the inductive
assumption Ay (¥ (g;)) holds, as well. But that means that ¢ must satisfy at least
B,,,. Consider the occurrence of x, which is the separator of ¢ and a subterm 7 in
its left sequence. This subterm is either in g;, or is equal to some r,, v < 3. In
the second case, it obviously has only one variable. In the first case, ¥(r) is in the
left sequence of the separator ¢ (zs) in 1(g;), and so contains exactly one variable.
But then so does r, as ¥ just renames the variables. In both cases, A,,(g) holds, a
contradiction. O

Theorem 14.7. The variety L3 is inherently non-finitely based.

Proof. Let L% denote the variety based by the identities of £3 in at most n variables.
We prove that L% is not locally finite for any n and thus that £3 is inherently non-
finitely based.

Note that L% has a base ¥,, of identities of length at most 2n: it can be obtained
from the multiplication table of the n-generated free groupoid by setting rs ~ £3(rs)
where 7, s runs through all linear terms in n variables. Consider the terms

ti = [xo...$2n1'0...(EQn..."Eo...xgnxo...xifl mod 2n+1]7

i letters
for every i > 2n + 1. Clearly, Ag(t;) holds, if and only if k& < 4. Therefore, by
Lemma 14.6, all ¢; are pairwise inequivalent in X,,, hence the free (2n+1)-generated
groupoid in the variety £% is infinite. O
15. THE LATTICES OF SUBVARIETIES OF L1, Lo AND L3

Lemma 15.1. In L;, i € {1,2,3}, each of the identities
(a) zy ~ yz,
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Proof. (a) (ay)z ~ 2(ay) ~z, 2(x(y2)) ~ (2(y2))2 ~e, 2(y2).

(b) yz =~ x(yx) ~,, xy and then use (a).

(c) (xy)z = 2y = x ~ x(y2).

(d) (zy)z ~r, (wy)(y2) = (z(y2))y ~c, 2(yz).

(e) (xy)z ~c, (xy)(y2) = z(yzy) ~r, ©(yz).

(f) (zy)z me, 2(zyz) = x(2(2y)) ~e, 2(2y) = 2(yz) and (zy)z ~c, 2((yr)2) ~
(8) (zy)z ~r, x(xyz) ~ x(x(yz)) ~¢, x(yz) for i = 2,3.

The last claim can be proven analogously to (a). (I

For a term ¢t we denote by ®(¢) the sequence of the variables (possibly with
repetitions) from S(t), written in the order of their occurrences in ¢ from the left to
the right. So, ®(u) = ®(v) if and only if u ~, v, where ~, denotes the equational
theory of semigroups.

Lemma 15.2. If u ~, v then £1(u) ~q €1 (v).

Proof. 1t is easy to see that ®¢;(u) is obtained from the sequence ®(u) by deleting
all the non-first occurrences of variables. So, if ®(u) = ®(v) then &1 (u) = Pl (v).
([l

Lemma 15.3. Let Ey consist of equations u =~ v such that ¢1(u) = zuy ... u, and
l1(v) = zvy ... v, for a variable x, a nonnegative integer n and terms w;,v; such
that u; ~4 v;. Then E7 is the equational theory generated by ~1 and the equation

Proof. We are going to prove that F; is an equational theory; the rest is easy.
Clearly, E; is an equivalence containing ~;.

Let u ~ v belong to Ey, {1(u) = zuy ... un, £1(v) = 201 ... 0.

Let ¢ be a term. We have £;(ut) = £1(u)d,01(t) = 2uy ... uy 0,41 (t) and &4 (vt) =
01 (0)0,01(t) = vy ... 00,01 (t) where 6, = §,, hence ut ~ vt in E;. We have
L1(tu) = £1(t)6l1(u) and £1(tv) = £1(t)041(v); since ¢4 (u) ~4 ¢1(v) obviously
implies §:¢1(u) ~q 0:¢1(v), we get tu =~ tv in E;. So, F; is a congruence.

Let f be a substitution. Denote by g the endomorphism of L such that g(z) =
l1f(x) for all z € X. Then ¢;f and gf; are two homomorphisms of T into L
coinciding on X, and hence /1 f = gf;. So,

1 f(u) =gty (u) = g(zuy ... un) = g(x) 0 g(ur) o - - 0 g(un)
:g(x) ' 59(;8)9(“1) et 5g(xu1...un,1)g(un)
and similarly £1f(v) = g(z) - dg@)9(v1) - -+ Og(zvr...vn_1)9(Vn). For every i we

have g(u;) = gli(u;) = l1f(ui) ~a €if(vi) = gli(vi) = g(vi), since u; ~q, v;
implies f(u;) ~q f(v;) and hence ¢ f(u;) ~q £1f(v;) by Lemma 15.2. Since
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S(xuy ... ui—1) = S(avy ... v;—1), the terms g(zuy ... u;—1) and g(zvy...v;—1) con-
tain the same variables, the corresponding §-operators are equal and we get

5g(zu1...ui_1)g(ui) ~a 5g(mv1...vi_1)g(/vi)
(these are either both empty or both nonempty). Hence f(u) =~ f(v) in Fj. O

Lemma 15.4. Let Ey consist of equations u = v such that ¢1(u) = zuy...u,
and 01 (v) = xvy...v, for a variable x, a nonnegative integer n and terms w;, v;
such that S(u;) = S(v;). Then Es is the equational theory generated by ~1 and the
equation w - Y ~ W - Y.

Proof. 1t is similar to the proof of Lemma 15.3. (]

Let us denote

o N the variety of £;-algebras satisfying w(zy - z) = w(x - yz);
N3 the variety of Li-algebras satisfying w - zy ~ w - yx;
S; the variety of idempotent semigroups satisfying zyzr ~ xy;
S5 the variety of idempotent semigroups satisfying wzy ~ wyx;
S3 the variety of semigroups satisfying zy ~ x;
S, the variety of semilattices;
S5 the trivial variety.

Theorem 15.5. The following diagram shows a lower part of the lattice of subva-
rieties of groupoids:

Ly
Ly L3
M
Na
So
Sy
S5

Proof. Let L € {L1,L2,L3} and ¢ be the corresponding normal form function.
One can easily see that the intersection of £ with the variety of semigroups is the
variety S1. Since there is a full description of the lattice of varieties of idempotent
semigroups (e.g., [3]), it is sufficient to focus on non-associative subvarieties of
L only. According to Lemma 15.1, w(zy - z) ~ w(x - yz) is a consequence of
w - xy ~ w - yr and the equations of L1, so we have all the inclusions listed above;
it follows from Lemmas 15.3 and 15.4 that they are proper inclusions, and we do
not have any other ones.

Let E be an equational theory containing the equational theory of L. It is easy
to see that if E contains an equation u & v such that S(u) # S(v), then E contains
xy ~ x or xy ~ y; and if F contains an equation v ~ v where u,v have different
first variables, then F contains zy ~ yx. In both cases, 15.1 yields associativity.
So, it remains to consider the case when all equations of F are regular and both
sides of any equation from E start with the same variable.

Let w ~ v in E, so that ¢(u) ~ £¢(v) and we can write £(u) = xuy ...u, and
L(v) = xvy ...v,, for a variable z, two nonnegative integers k,m and some terms
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u;,vj. If it is possible to choose u ~ v in such a way that there is an index ¢
with ¢ < k, ¢ < m and S(u;) # S(v;), then (where ¢ is the minimal index with
this property) modify ¢(u) ~ ¢(v) by a substitution sending x and all the variables
of S(u1) U---U S(uj—1) to z, one fixed variable y € S(u;) — S(v;) to itself (we
can assume without loss of generality that there is such a y) and all the other
variables to a fixed variable z € S(v;) to obtain in E one of these three equations:
either z-zy ®r xz-yorz-yz=xz-yorzy -z~ xz-y. By 15.1, each of them
implies (together with the equations of £) the associative law, and we are in the
semigroup case. So, we can now assume that for any u ~ v in £ we have k = m and
S(u;) = S(v;) for all ¢ (thus, in the case of £ = L4, E is contained in the equational
theory of A3). If it is possible to choose u ~ v in such a way that w; %, v; for
some i, then take two distinct variables y, z of S(u;) such that y occurs before z in
®(u;) but after z in ®(v;) and modify £(u) ~ £(v) by the substitution sending y, z
to themselves and all the other variables to x; we get = - yz = x - zy, thus, in the
case of £ = L1, E is equal to the equational theory of N5, and in the other cases,
by 15.1, F contains associativity. Now we can assume that for any v ~ v in E we
have k = m and w; ~, v; for all ¢ (thus, in the case of £ = L4, E is contained
in the equational theory of A}). If it is possible to choose w & v in such a way
that u; # v; for some 4, then it is again easy to set up a substitution to obtain the
equation w(zy-z) =~ w(z-yz) in E. Thus, in the case of £ = L1, FE is the equational
theory of N1, in the other cases, by 15.1, E contains associativity. Finally, if any
u ~ v in F satisfies u; = v; for every i, E is the equational theory of L. (]

16. GENERATORS FOR THE VARIETIES L1, Lo AND L3

Denote by Fy(n) the free n-generated groupoid in a variety V.

Theorem 16.1. The variety L1 is generated by Fr,(4), but not by Fr, (3) (it
belongs to N1 ); it is generated by the groupoid Fr,(3) extended by the unit element.
Also, Ly is generated by the five-element subdirectly irreducible groupoid with the
following multiplication table:

a b c d e
ala b d d a
blb b ¢ ¢ b
cle ¢ ¢ ¢ ¢
dld d d d d
ela b ¢ d e

Proof. Using Theorems 9.1 and 15.5, it is easy to check if a given groupoid gener-
ates Lq. O

Theorem 16.2. The variety L; is generated by F,(3), i € {2,3}. Also, Lo is
generated by the five-element subdirectly irreducible groupoid with the following mul-
tiplication table:

o QA0 oals
EESTEOIIES IR SH IS

D QO o

D /AULO R
O 00 0 oo
O 00 0 a|e
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and L3 is generated by the four-element subdirectly irreducible groupoid with the
following multiplication table:

o o e
o o Q|
o ool
Q0 oo
QO Q|

d|d d d

Proof. The free 3-generated groupoids are not semigroups, hence, by Theorem 15.5,
they generate the respective variety. The smaller groupoids are quotients of the free
ones and are not semigroups too. (I

17. QUASI-*-LINEAR THEORIES OF SEMIGROUPS

In the last section, we discuss quasi-x-linear varieties of semigroups. This is a
variety of semigroups such that in the corresponding equational theory every word
is equivalent to a unique linear word. (It means, quasi-x-linearity is x-linearity
modulo associativity.) We show that S; and its dual are the only quasi-*-linear
varieties of semigroups.

Lemma 17.1. There are precisely three sharply 2-linear theories of semigroups.
Their 2-generated free semigroups are G1, Gg and its dual, respectively.

Proof. In idempotent semigroups, = -yx ~ xy -z ~ xy-yr and z-xy = 2y -y = TY.
A groupoid G; satisfies these conditions, iff ¢ € {1,6}. It is easy to check that both
are semigroups, hence they serve as the 2-generated free semigroup for a 2-linear
theory of semigroups. O

Lemma 17.2. We cannot have G1 as the free two-generated groupoid for a quasi-
3-linear theory of semigroups.

Proof. From G; we have zyx ~ x. Consequently, zyz ~ xyzxz ~ xz, a contradic-
tion. ]

Theorem 17.3. There are precisely two quasi-x-linear varieties of semigroups: Sy
and its dual. 81 is generated by Gg extended by a unit element and it is also
generated by the following three-element semigroup:

Proof. Gg and its dual are the only candidates for the two-generated free groupoid.
Any quasi-*-linear theory of semigroups extending G¢ must contain the equation
ryxr =~ xy, hence it must contain S;. It is easy to see that S is quasi-*-linear, so it
is the unique quasi-*-linear extension of Gg. ([l
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